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Abstract—We study a dynamic, usage- and congestion- traffic statistics. Moreover, the resource allocation is based on
dependent pricing system in conjunction with price-sensitive user nitial availability of resources and does not take into account
adaptation of network usage. We first present a Resource Nego- cpanges in availability during an ongoing transmission. Many

tiation and Pricing (RNAP) protocol and architecture to enable . . L . .
users to select and dynamically re-negotiate network services. multimedia applications are long-lived, exacerbating the prob-

In the second part of the paper, we develop mechanisms within 1€M.
the RNAP architecture for the network to dynamically formulate Users of rate-adaptive applications do not have any incentive

prices and communicate pricing and charging information to the  to scale back their sending rate below their access bandwidth,

users. We then outline a general pricing strategy in this context. «; : ; ; ;
We discuss candidate algorithms by which applications (singly, since selfish users WIH generally obtain better quality than
those that reduce their rate.

or as part of a multi-application system) can adapt their rate - . .
and QoS requests, based on the user-perceived value of a given Pricing network services based on the level of service,
combination of transmission parameters. Finally, we present ex- usage, and congestion provides a natural and equitable in-

perimental results to show that usage and congestion-dependentcentive for applications to adapt their sending rates according
pricing can effectively reduce the blocking probability, and allow 4 hetwork conditions. Increasing the price during congestion
bandwidth to be shared fairly among applications, depending on . h licati - tive t d it di ¢
the elasticity of their respective bandwidth requirements. gives the app 'Ca,'on an incentive 9 rg uce:- IS sen 'n.g rate
and at the same time allows an application with more stringent

e Ve S, T - bandwidth and QoS requirements to maintain a high quality by
munication system signaling, Communication system traffic, . S b work in thi S o |
Congestion control, Computer network management, Multimedia P2YINg more. Existing research work in this area is discusse

communications, Pricing briefly in Section II.

In this paper, we present work in two areas. In the first part
of this paper (Sections Ill and 1V), we present a Resource
o ) _ Negotiation and Pricing (RNAP) protocol and architecture,

The development and use of distributed multimedia applis 3 framework to enable a user to select from a set of
cations are growing rapidly. These applications usually requitGaijaple network services with different QoS characteristics,
a minimum Quality of Service (QoS) from the networkgng enable the user and network to dynamically re-negotiate
in terms of throughput, packet loss, delay, and jitter. AlS@ne contracted service parameters and price. RNAP has some
multimedia applications on the Internet commonly emplopayres and goals in common with recent work on differenti-
the UDP transport protocol, which lacks a congestion colteq services [13] and RSVP [2]. However, our main goal is
trol mechanism. These applications can therefore starve TE)Pstudy in detail how pricing mechanisms can be integrated
applications (which perform congestion control) of their faifiih resource negotiation and reservation.

Index Terms— Adaptive systems, Resource management, Com-

I. INTRODUCTION

share of bandwidth. _ In the second part of the paper, we study a distributed,
D|fferer.1t approaches have been considered to address thgsgyestion sensitive price adjustment process, user adaptation
problems: in response to pricing, and the interaction between the two

1) In order to guarantee a certain QoS to the applicatigsrocesses, within the RNAP framework. In Section V, we
researchers have proposed mechanisms such as netwitkine a pricing strategy which is volume- and congestion-
resource reservation [2][3], admission control [9], sp&ensitive, and can provide users the incentive to adapt. We
cial scheduling mechanisms [10], and differentiated @flso propose mechanisms to enable RNAP to formulate prices
prioritized service at network switches [13]; in a distributed manner, and communicate pricing information

2) Adaptation protocols and algorithms have been proposgdthe users. In Section VI, we discuss candidate algorithms
to dynamically regulate the source bandwidth according, which applications can adapt their service requests so as
to the existing network conditions (a survey of this worko optimize user satisfaction under the constraint of a fixed
is given in [1].) budget. Finally, in Section VII, we present experimental results

If resource reservation is done statically (before trandemonstrating important features of the price adjustment and

mission), resource reservation and provisioning tend to biser adaptation processes, using a simplified implementation
conservative due to the lack of quantitative knowledge af RNAP.



JSAC, VOL. 18, DEC 2000 2

Il. RELATED WORK is usage-sensitive. Some of these methods are limited by their

In this section we briefly discuss related research work [fliance on a well-defined statistical model of source traffic,
three main areas: resource reservation and allocation me@fd are generally not intended to adapt to changing traffic
anisms; adaptive applications; billing and pricing in the neflémands.
work. The scheme presented in [23] is more similar to our work
in that it takes into account the network dynamics (session
join or leave) and source traffic characteristics (VBR). It also
. o . allows different equilibrium price over a different time period,

Current research in providing QoS support in the Internet ig,nending on the different user resource demand. However,
mainly based on two architectures defined by the IETF: P&lsngestion is only considered during admission control. Our
flow basedintegrated servicegint-serv) [4], and class-basedpricing algorithm has two congestion-dependent components
differentiated servicgdiff-serv) [13]. In both architectures, _ congestion due to excessive resource reservation (holding
implementations should include a mechanism by which ”&%st) and congestion due to network usage (usage cost).

user can request specific network services, and thus acquirg, general, the work cited above differs from ours in that

network resources. Per-flow resource reservation in lnt-servltlsdoes not enter into detail about the negotiation process

generally implemented through the RSVP reservation proto%ﬂd the network architecture, and mechanisms for collect-

[2]. Implementation of resource reservation for diff-serv is ﬁ‘g and communicating locally computed prices. Our work

subject of ongoing research, and various approaches have blg Phore concerned with developing a flexible and general

S_rf(?posedl [1:].' Itn ge?ec:al, RiVP_ and Lhe IrE_plﬁThentatlons f?gmework for resource negotiation and pricing and billing,
-SErv lack integrated mechanisms by Which the user C"Elj'%coupled from specific network service protocols and pricing

select one out of a spectrum of services, and re—negot@ﬁd resource allocation algorithms. Our work can therefore be

resource reservations dynamically. They also do not integr%%arded as complementary with some of the cited work.

the pricing and billing mechanisms which must accompanyIn [27], a charging and payment scheme for RSVP-based

such services. . . . - :
Resource allocation schemes based on perceived—quﬁﬁs reservations is described. A significant difference from

have been studied in [18][19][48]. These studies were limit r wo_rk is the absence of an EXp“C't. price quota_tlon mecha-
to a local system, and did not address the interaction pm - mstead_, the user accepts or rejects the (_—:-st|mated charge
the local system with a large network. Liao [42] allocate r a reservation request. Also, the scheme is coupled to a

resources to achieve equal perceived quality. We argue tHg{ncular service environment (int-serv), whereas our goal is

perceived quality does not directly represent the econorﬁfﬁfgfgﬂos%r‘;"/igzor;eoggl)gble negotiation protocol usable with

value of communications, as discussed below.

A. Resource Reservation and Allocation

B. Adaptive Applications

There has been a lot of recent research on adaptation of
the sending rates of multimedia applications in response to

ilabl work 1 hich reli anali In this section, we define an architecture in which the
avarable Network resources [1]. which relies on signalin stomer and network service provider negotiate network
mechanisms such as packet loss rates for feedback. Ig

) . o . fices. A customer (sender or receiver) wishes to reserve
orientation of these methods is different from ours, since th%

” o work resources for multiple flows, for example, flows
assume no QoS support and no usage-sensitive pricing .

work . The f tand ? te adiust " responding to audio, video and white-board applications in
network services. The requent and passive rate adjustment £aflyq ,_conference. The customer negotiates with the network
severely degrade multimedia quality, and sometimes can

R L L rEI‘?tIough a Host Resource Negotiator (HRN). The HRN nego-
guarantee_ that an application is able to maintain its MINIMUfRes only with its access network to reserve resources, even
QoS requirement. if its flows traverse multiple domains. It obtains information
and price quotations for available services from the network.
C. Pricing and Billing in the Network It requests particular services, specifying the type of service

Microeconomic principles has been applied to varkguaranteed [5], controlled load [6] (CL), expedited forwarding
ous network traffic management problems. The studies [ifl, assured forwarding [8], best effort, etc.), parameters to
[16][18][20][21][24] are based on a maximization process téharacterize the user traffic (e.g., peak rate, average rate and
determine the optimal resource allocation such that the utiliggrst size) and QoS requirements (e.g., loss rate and delay).
(a function that maps a resource amount to a satisfaction levefle HRN can request a different service for each flow from
of a group of users is maximized. These approaches normdlgtwork through RNAP. In addition to resource negotiation
rely on a centralized optimization process, which does nbgtween the HRN and the network, the RNAP protocol is
scale. Also, some of the algorithms assume some knowleddjgo intended for resource negotiation between two network
of the user’s utility curves and truthful revelation by users ¢fomains.
their utility curves, which may not be practical. For negotiations by the network service provider, we con-

In [15][17][22][23], the resources are priced to reflecsider two alternative architectures, a centralized architecture,
demand and supply. The pricing model in these approaclae®l a distributed architecture, described below.

IIl. THE RNAP ARCHITECTURE
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Fig. 1. RNAP-C architecture

A. Centralized Architecture (RNAP-C)

The RNAP-C architecture is based on an underlying net-
work divided into Autonomous Systems (AS). Each admin-
istrative domain negotiates through a Network Resource Ne-
gotiator (NRN) (Fig. 1). Protocol messages are sent between
NRNs, or between HRNs and NRNs, and touch each AS once.

The NRN delivers price quotations for the different available
service levels to customers, answers service requests from
customers, and is also responsible for maintaining and com-
municating charges for a customer session.

Fig. 2. RNAP-D architecture
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The NRN may be an individual entity, or may be a complerig. 3. RNAP messaging sequence between HRN and NRN.

mentary functional unit that works with other administrative
entities. For example, the NRN can be part of (or function a

ls\?egotiation Interval This allows the protocol to maintain soft-

the Bandwidth Broker (BB) in the diff-serv model [12] andtaté - state information that expires in the absence of any
the PDP in the COPS architecture [28]. The NRN either h&AP Reservemessage. It also allows the customer and the

a well-known address, or is located via the service locatidlf
protocol [34]. The NRN address of a neighboring domain can
be pre-configured or obtained through DNS SRV.

Resource reservation and admission decisions may be (8
formed by the NRN or by other entities, such as the BB
the diff-serv model. If they are performed by other entities, tH8
NRN communicates requests for services to them individually

twork to easily re-negotiate services.

The protocol messaging is briefly discussed in Section V-
A. The aggregation and de-aggregation of RNAP messages to
ke the protocol scalable in core networks is discussed in
atection 1V-B. A more detailed description of RNAP is given

i [39].

or in aggregate, and receives admission and pricing decisigSpyiocol Messaging

from them. The implementation of resource reservation and

admission control, and the associated communication withVVe first consider how a customer reserves resources for a

administrative entities, is closely related to specific Better th&QW or group of flowsend-to-end to a particular destination
Best Effort (BBE) services, and is outside the scope of tfddress, assuming that the intervening domains implement

RNAP protocol. R
1)

B. Distributed Architecture (RNAP-D)

In this architecture, the RNAP protocol is implemented at
each router, in the form of a Local Resource Negotiator (LRN)
(Fig. 2). RNAP messages propagate hop-by-hop along the
same path as customer data flows, from the first-hop LRN
to the egress LRN, and in the reverse direction. We consider
the messaging process in greater detail in Section IV-A.

The RNAP message format is independent of the archi-
tecture. Therefore, the two architectures can co-exist; for
instance, a domain administered by a NRN can exchange
RNAP messages with a neighboring domain which employs
the distributed architecture. Also, a HRN does not need to
know about the RNAP architecture of its local domain, since
it receives and sends the same negotiation messages in either
case.

IV. THE RNAP PrOTOCOL

The basic RNAP message sequence is as Fig. 3. Typically,
the sequence of Fig. 3 repeats periodically, with a pre-defined

NAP-D.

The HRN sends uery message to the first hop LRN
(FHL), requesting a price quotation from the LRN for
one or more services, for a flow or group of flows
belonging to the customer. The HRN specifies a set
of requirements (such as service time and QoS) with
each service. The FHL forwards thguery message
downstream to the last-hop LRN (LHL).

The LHL determines local service availability and a
local price for each service, and initiatesQaotation
message containing QoS specifications and price for
each service. When Query message does not specify
any service, the LRN returns quotations for all avail-
able services using default values of unspecified service
parameters.

The Quotation message is sent upstream towards the
HRN, and each intermediate LRN verifies local avail-
ability of each service, and increments the price by
the local price that it computes. The FHL returns the
Quotationmessage to HRN.

In addition to asynchronously sendifq@uotation mes-
sages, the LHL also sends oQ@uotation messages
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First level aggregation Second level aggregation De-aggregation

We consider the aggregation of RNAP messages belonging
to senders sharing the same destination network address,
forming a “sink tree”. Sink tree based aggregation has also
been discussed in [36], [37].

_ RNAP messages will be merged by the source domain and
° ?’rfer fouters - Firstlevel aggregate RNAR messade it again for each individual HRN at the border router (for
— Per-flow RNAP messages—> Second level aggregate RNAP mess:
RNAP-D) or NRN (for RNAP-C) of the destination domain.
Fig. 4. Example RNAP-D message aggregation. The merging point in the HRNs home network forwards two
- - . . . _messages: one that travels directly to the destination network,
periodically, containing price quotations for all Serviceg inout visiting any of the RNAP agents in between, and

requested by the customer. an aggregated-resource message that reserves resources and
2) The HRN sends Reservenessage to the FHL to aIOpIycollects prices in the “middle” of the network.

for services with specified service pgrameters for a flow The merged resource message have a resource request which
or gerL;p tﬁf flows. This meisRage Is sent dovx_/nstre?]@ equal to the sum of all the branch resource requests further
similar to theQuerymessage. AReservanessage is sen E/p in the sink tree. At each merging point, upstream flow

e.lt th? beginning of a Session tq request services for t ﬁ‘ivals, departures and reservation changes will trigger the
first time, and thereaftgr, perlodmally or asynchronous pdate of the downstream merged request. To avoid frequent
to renew or change existing reservations. L re-negotiation, the merging point may decide to reserve more
In response to &Reservemessage, the LHL initiates 4resources than the sum of the upstream requests and add

Commitmessage stating the admissibility of the fIOWresources in larger increments if the current downstream allo-

The Reserverequest may be admitted or denied, of

dmitted Ay it K Qﬁition has been reached or is about to be reached. (BGRP [37]
admitted partially If network resources are scarce a alyzes the trade-off in some detail.) We consider aggregation

the provider admits the service request with a Iowq(rst for RNAP-D. and then for RNAP-C.
QoS_ or sending ratg than requested. If tk_le flows arez) Aggregatior,1 and De-aggregation in RNAP-IFig. 4
ad_mltted, theCommit message also contains a quaﬁlustrates how RNAP message aggregation works in a RNAP-
price for _the contractgd service, and for an ON-90INg architecture. Consider the aggregatiorRefservanessages
session, |t_also contains the_ accumulatc_ad local Char&ﬁis also applies tQuery messages). At access network A,
for a service. As th_eC ommit message 1 forwarded o 1o rger routet?, creates an aggregaReservemessage,
upst_ream, the committed price and accumulated char\%h the source address set to ‘a’, the interface address the
are incremented at each router. o _aggregator?,, and the destination network address set to the
When a customer flow traverses a domain implementingwyork address B. It also sets thggregation Flago one in
RNAP-C, with a controlling NRN, the flow of messageshe |d structure, which marks the message as aggregate.
is identical to that considered earlier for RNAP-D, if eaclhen forwards the aggregdReservanessage hop by hop as in
domain is considered to be equivalent to a single node, Wifaction 1V-A. R, also turns off the router alert option of the
the NRN corresponding to the LRN for that node. Accordingly,,lcoming per flow messages and tunnels the per-faserve
th_e NRN is resp(_)nsible for coII_ecti_ng and c_ommunicating a%essages down to the de-aggregation poRy i Fig. 4),
mission and pricing and charging information for the domaigy, that per-flow reservation can be resumed in the destination
as a whole instead of for a single node. It is also possible thatwyork. In each per-flolReservemessage, the address of the
the flow traverses multiple domains some of which implemeﬁbgregator will be included in thaggregate Flow Idield, to
RNAP-C and others RNAP-D. In this case, the NRN of @naple proper mapping at the de-aggregation point. A per-flow
RNAP-C domain would talk to the corresponding boundapgeservemessage is encapsulated in an UDP packet with the
LRN of an adjoining RNAP-D domain, and the messagingestination network address set as B, and the port number set

flow would be as before. to a port reserved for RNAP, and forwarded.
_ A border router of a domain is a potential de-aggregation
B. State Aggregation point for RNAP messages to that domain. Therefore filters

If end-to-end RNAP reservation is carried out for each cusfe set up at border routers of a domain so as to intercept
tomer flow, RNAP agents in the core network may potentialgggregate RNAP messages as well as tunneled per-flow RNAP
need to process RNAP messages for hundreds of thousandsiessages. For instance, the border roRiefFig. 4) of domain
flows, and maintain state information for each of them. In thB is set up to intercept UDP packets with destination address
section, we discuss how RNAP messages can be aggregateskinto the network address B and port number set to the
the core of the network by allowing RNAP agents to handlENAP port. Once intercepted, aggregReeservenessages and
reservations for flow-aggregates instead of individual flows.tunneled per-flow messages are sent up to the transport layer.

1) Overview of the Aggregation Scheme of RNAM! The de-aggregation point will record the mapping between
RNAP messages have &hfield identifying the corresponding an aggregation flow and per flow messages, by checking the
data flow; it contains three sub-fieldBlow Id, Aggregation aggregation Flow Id field. The router alert option will be
Flag, and Aggregate Flow |d The merging point aggregatesurned on for per-flonReservemessages arriving a;,, and
RNAP messages for user flows which request the sametloe messages will be forwarded, allowing per-flow resource
similar services and have similar negotiation intervals. reservation within domain B. The aggreg&eservanessage
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Flrsl level aggregation Second level aggregation _ De aggre encapsulates the per floweservemessages in UDP packet
] headers and tunnels them directly to the destination domain
R @- NRN ‘b'.
() The destination domain NRN sendsGommit messages
— Per-flow RNAP messages “hop by hop” (each hop is one domain) upstream towards

® Domain NRNs —> First fevel agoregate RNAP messages ‘g’ iy response to an aggregaReservemessage. It will also
O Border routers == gecond level aggregate RNAP messages . (r
receive the encapsulated per fliReservemessages from ‘a’,
Fig. 5. Example RNAP-C message aggregation. process them to perform per-flow reservation in the destination
domain, and determine from thaAggregate Flow Idfield

(identified as such by itdggregation Flay terminates at the that per-flow response messages are to be encapsulated and
de-aggregation router. tunneled back to ‘a’. There is a similar message flow for RNAP

In response, &ommitmessage will be sent upstream for th@uotation messages in the upstream direction. The mapping
aggregateReservemessage as well as each per-flReserve of pricing and charging information from aggregate session to
message. The de-aggregation poly will decide that the per flow message is similar to that in RNAR
destination address for the per fld=ommitmessage is ‘a’,  4) Overhead Reduction due to Aggregatigks a result of
by checking the mapping between the aggregate message #edaggregation of RNAP messages, the message processing
the per flow messages. Each per fl@@mmitmessage is then overhead and the storage of the RNAP state information are
encapsulated in a UDP message with destination addressgegatly reduced in the core network. Since per flow messages
and tunneled back to its aggregation paitit. The aggregate need to be tunneled to the destination network, so the RNAP
Commitmessage will be forwarded hop by hop upstream untilessage transmission bandwidth is not reduced, and actually
it reaches the aggregation point, and confirms the aggregstightly increased because of the extra aggregation messages.
Reserverequest sent by the aggregation agent. There isBat since RNAP messages are updated with a relatively
similar message flow for RNARuotation messages in the long interval, this is not a major concern compared with the

upstream direction. bandwidth hat will be consumed by the data flows.
The aggregation entity on the source network side is also
responsible for de-aggregation of RNAP response messages. V. PRICING AND CHARGING

It checks the mapping between an aggregate session and pefhe main RNAP messageuery, Reserve Quotation
flow RNAP response messages. If it is the origination point fgj,4 Commit all contain a commorPrice structure, used to
the corresponding aggregate session, it will map the aggreg@f§avey pricing and charging information. In the first part of
level pricing and charging (returned by the aggregate sessifiy section, we discuss how the service provider formulates
Quotationand Commitmessages) to the corresponding pefsrices and charges for this purpose. We first briefly describe
flow prices and charges for individual flows based on the loc@de price field used in RNAP messages. We then describe
policy. end-to-end price and charge formulation in RNAP-D, and in
Multiple levels of aggregation can occur, so that aggregatdyaP-C architectures. Finally, in section V-C, we propose a
messages are aggregated in turn, resulting in a progressiej¥cific strategy for pricing a BBE service at a single network
thicker aggregate “pipe” towards the root of the sink-tree. Fghint. This lies outside the scope of the RNAP protocol and
a level two aggregation of several level one RNAP aggregaigehitecture, but taken together with the global pricing and

requests as shown in Fig. 4, nollg in domain X forms alevel charging mechanisms, it constitutes a complete and viable
two aggregate message with the source address ifrlthe pricing system.

Id set to ‘x’. Node ‘X’ also records the level one requests,
and terminates these messages instead of forwarding th%\mPrice Structure in RNAP Messages
In response, the RNAP agent at the de-aggregation ttde , , ,
sends response messages for the level two aggregate toward$'€ Price structure carried by RNAP messages consists

point ‘x'. At point R,, the level one response messages a?é- the following fields: New Price Current Charge Accu-

formed by mapping the pricing and charge data from level nfguated Chargeand HRN Data There is aPrice structure
esponding to each service being negotiated by a RNAP

aggregate message to individual level one aggregate respdfit& N SE : _
massages to send towartls and R... All the per flow request message. Thedew Pricefield contallns. the price quoted by
messages are tunneled downstream to nBgleand per-flow the network provider to the negotiating HRN for the next

response messages are tunneled franirectly either toR,, negotiation period. TheCurrent Chargefield contains the
or R. amount charged by the network provider for the preceding

3) Aggregation and De-aggregation in RNAP-Gn the negotiation period. TheAccumulated Chargdield contains
RNAP-C architecture of Fig. 5, the aggregation .and d he total amount charged by the network provider since the

aggregation entity are NRNs. Once again, we consider t gginning of the negotiation session and is carried to protect

aggregation ofReservemessages. At an aggregating NRl\i7Iga|nSt the loss oCommitmessages.

‘a’, the aggregatdreservemessage will be formed and sent o )

domain by domain towards the destination domain NRN ‘bB- Arriving at Price and Charge

as in Section IV-A. In addition, the destination domain NRN In the previous section, we discussed how price and charge
is located through DNS SRV [35], and the aggregating NRNformation are communicated to the HRN through RNAP
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Table 1 PP AN Table2

Domain Routing Table \

B1 R1 R2

Dest | Next’Hop | Next Hop Next Hop

B2 R1 R2

B3 i e g
B4 ~

Resource Table
R2
(C,BW,Q,P)

. R

(€. BW,Q,P)
1,330,1

B2
(C,BW, Q, P)

Bl

L 1,2,30,1

1,3,30,2

C: Serviceclass

BW: average bandwidth (Mb)
Q:average queue length

P: price ($/Mb)

Stepl: determine apath (Table 1)
Step2: accumulate price along
the path (Table 2)
Step 3: send total price ($4/Mb)

Fig. 6. Price formulation in RNAP-C

messages. We now consider the issue of arriving at the
contracted price to be quoted for a flow receiving a particular
service in a given negotiation period, and computing the charge
for the service at the end of the period.

1) Price and Charge Formulation in RNAP-DIn the
RNAP-D (distributed) architecture, each router-LRN maintains
charging state information for the flows passing through it,
based on prices computed at the router. At the beginning
of a negotiation period (and also in response t®Quaery
message), the last hop LRN originateQaotation message
The Quotationmessage is sent hop-by-hop back towards the
first-hop LRN. At each LRN, thd°rice:New Pricefields in
the message are incremented according to the cuNent
Price computed for the corresponding service at the LRN.
In Section V-C, we discuss a specific local pricing strategy
in which a set of prices is computed for each service. In
this case, some mapping behavior may have to be defined to
obtain a single increment for the quotisi@w Price When the
Quotationmessage arrives at the negotiating HRN, it carries
the total quoted price for each service.

Similarly, Commitmessages originate at the last-hop LRN,
and are sent hop-by-hop back to the first-hop LRN. In this
case, théNew Price Current ChargeandAccumulated Charge
fields are all incremented at each router-LRN on the way.

2) Price Formulation in RNAP-C:When the centralized
negotiation architecture is used, the local charging state infor-
mation for a domain is maintained by the NRN. The price
formulation strategy is a much more open-ended problem.
Various alternatives may be considered, and different domains
may apply different local policies. The NRN may compute
a price based on the service specifications alone. The price
could be fixed, or modified based on the time of day, etc. In
general, if the price charged to a flow needs to depend on the
network state and the flow path, we consider the following
three approaches:

1) The NRN makes the admission decision and decides
the price for a service, based on the network topology,
routing and configuration policies, and network load. In
this case, the NRN sits at a router that belongs to a link-
state routing domain (for example an OSPF area) and3)
has an identical link state database as other routers in
the domain. This allows it to calculate all the routing

tables of all other routers in the domain using Dijkstra’s
algorithm. A similar idea has been explored in [36] in

a different context.

The NRN maintains a domain routing table which finds
any flow route that either ends in its own domain, or uses
its domain as a transmit domain (Fig. 6). The domain
routing table will be updated whenever the link state
database is changed. A NRN also maintains a resource
table, which allows it to keep track of the availability
and dynamic usage of the resources (bandwidth, buffer
space). In general, the resource table stores resource
information for each service provided at a router. The
resource table allows the NRN to compute a local price
at each router (for instance, using the usage-based pric-
ing strategy described in Section V-C). For a particular
service request, the NRN first looks up the path on
which resources are requested using the domain routing
table, and then uses the per-router prices to compute the
accumulated price along this path. The resource table
also facilitates monitoring and provisioning of resources
at the routers. To enable the NRN to collect resource
information, routers in the domain periodically report
local state information (for instance, average buffer
occupancy and bandwidth utilization) to the NRN. A
protocol such as COPS [28] can be used for this purpose.
To compute the charge for a flow, ingress routers
maintain per-flow (or aggregated flow from neighboring
domain) state information about the data volume trans-
mitted during a negotiation period. This information is
periodically transmitted to the NRN, allowing the NRN
to compute the charge for the period. The NRN uses the
computed price and charge to maintain charging state
information for each RNAP session.

Prices are computed at the network boundary, and com-
municated to the NRN. For price calculation, there are
two alternatives.

One alternative is that the ingress router periodically
computes a price for each service class and ingress-
egress pair. The calculation is based on service spec-
ifications and local per-service demand at the ingress
router; internal router states along the flow path are not
taken into account.

The other alternative allows internal router load to be
taken into account. Probe messages are sent periodically
from an egress router to all ingress routers. A probe
message carries per-servieeice structures which ac-
cumulate prices hop-by-hop at each router in a similar
manner to Section V-B.1.

In both of the above cases, the ingress router main-
tains per-flow state information that includes the per-
flow price (the price charged to the service class the
flow belongs to), as well as the per-flow data volume
entering the domain. This information is transmitted
every negotiation period to the NRN, which computes
the charge and is responsible for the messaging.

Price formulation takes place through a intra-domain
signaling protocol. If resource reservation for a par-
ticular service in a domain is performed through a
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dynamic resource reservation protocol, such as RSVP or

YESSIR[3], the price information is collected through cu(n) = pu * V(n) )

the periodic messages of the reservation protocol, and .

stored at the ingress router. For example, the RSVEIdINg Charge:

PATH message and RTCP [38] messages in YESSIRThe holding charge can be justified as follows. If a particular

can collect pricing information. If the ingress routeflow or flow-aggregate does not utilize the resources (buffer

is responsible for sending the price information to thepace or bandwidth) set aside for it, we assume that the

NRN, the price accumulated from a domain will bescheduler allows the resources to be used by excess traffic from

send back to ingress router along with the RSVP RES¥ lower level of service. The holding charge reflects revenue

message. Such an implementation, utilizing RSVP, lgst by the provider because instead of selling the allotted

described in VIl. Communication between the ingregesources at the usage charge of the given service level (if all

router and NRN occurs as discussed in the first scenarid.the reserved resources were consumed) it sells the reserved
resources at the usage charge of a lower service level. The

C. Pricing Strategy holding price f,) of a service class is therefore set to be

In the previous sections, we assumed the existence perortionaI to the difference between the usage price for that

- - ; . - class and the usage price for the next lower service class. The
specific pricing strategies or rules for the negotiated service., . . )
c[hoeldlng price can be represented as:

As discussed earlier, specific pricing strategies are outside
scope of the RNAP protocol itself. However, for completeness, ph =o'« (pl, —pi ), 2)

we consider a pricing strategy that could work with the RNAP . ) . )
protocol. where o* is a scaling factor related to service classThe

We propose a simple pricing algorithm to determine holdingchargecy,(n) when the customer reserves a bandwidth

price for a particular kind of forwarding service from theft(”2) iS given by:

router based on the competitive market model [25]. The price

computation is performed periodically, with a price update

interval 7, which is generally independent of the negotiatiowhere 7 is the duration of the period. Th&(n) can be

interval of the services supported by the router. The pri&stimated from the traffic specification and QoS request of

within each negotiation interval is kept constant, to provid&€ customer, for example, an effective bandwidth [11].

predictability to users. Defining a usage charge and a holding charge separately al-
We assume that routers support multiple services and th's the customer to reserve resources conservatively, without

each router is partitioned to provide a separate link bandwid¥gnalizing him excessively for unused resources.

and buffer space for each service, at each port. We consi@@ngestion Charge:

one such logical partition. The competitive market model 1o congestion charge is imposed when congestion is

defines two kinds of agents: consumers and producers. They,ced, that is, the resource request or average usage for
routers are considered as the producers and own the Ik ition (in terms of buffer space or bandwidth) exceeds
bandwidth and buffer space for each output port. The flovgﬁpmy (the targeted buffer space or bandwidth). The con-

(individual flows or aggregate of flows) are considered as,qtion price for a service class is calculated as an iterative
consumers who consume resources. The total demand nnement process [25]:

link bandwidth is based on the aggregate bandwidth reserved

on the link for a price computation interval, and the total

demand for the buffer space at an output port is the average Pc(n) = min[{p.(n —1)

buffer occupancy during the interval. The supply bandwidth +0(D,S) * (D —5)/S,0}", pimax),  (4)
and buffer space need not be equal to the installed capacity;
instead, they are the targeted bandwidth and buffer sp
utilization. We decompose the total charge computed at
router into three componentholding charge usage charge
and congestion charge

ca(n) = pn* R(n) x 7 ©)

ereD andS represent the current total demand and supply
r%spectively, and is a factor used to adjust the convergence
rate. 0 may be a function ofD and S; for example, it is
higher when congestion is severe. The router begins to apply
the congestion charge only when the total demand exceeds
Usage Charge: the supply. Even after the congestion is removed, a non-zero,

The usage charge is determined by the actual resourbes gradually decreasing congestion charge is applied until it
consumed, the level of service guaranteed to the user, dalis to O, to protect against further congestion. The maximum
the elasticity of the traffic. For example, on a per-byte basispngestion price is bounded by the,,, parameter so that
best-effort traffic will cost less than reserved, non-preemptalilee total price for a service class does not exceed that for a
CBR traffic. The usage price{) will be set such that it allows higher level of service. When a service class needs admission
a retail network to recover the cost of the purchase from tleentrol, all new arrivals are rejected when the price reaches
wholesale market, and various static costs associated with the.. If p. reachesp,,.. frequently, it indicates that more
service. resources are needed for the corresponding service and new
The usagehargec, (n) for a periodn in which V(n) bytes configuration for local resources may be needed. For a period
were transmitted is given by: n, the total congestion charge is given by



JSAC, VOL. 18, DEC 2000 8

Utility
ce(n) = pe(n) * V(n). S

Based on a price formulation strategy such as the one we T e
have discussed, a router arrives at a price structure for a itz * s
particular RNAP flow or flow-aggregate at the end of each g
price update interval. The total charge for a session is given

by

utilityl

N
session_charge = Z(ch (n) + cu(n) + ce(n)) (6)
n=1
where N is total number of intervals spanned by a session.
quality, but their perceived values may differ according to the
application requirements.
) o o ) The measurement of subjective quality of multimedia trans-
Although dynamic re-negotiation and pricing are integralissions has been reported by a number of researchers. Gener-

features of RNAP, it is compatible with applications with dify\y, these experiments were intended to derive the Mean Opin-

ferent capabilities and requirements. Applications may chogg§, score (MOS), which is measured as an average perceptive
services that provide a fixed price, and fixed service paramet&t%”ty across a number of test subjects. However, in our
during the duration of service. Alternatively, if they are noframework, perceived value very strongly reflects individual
constrained by a fixed user budget, they may use a service Wil preferences, and the application task being performed.
usage-sensitive pricing, and maintain a constant QoS IeVgle therefore consider it likely that an user application will
paying a higher charge during congestion. Generally, the ong5,e one or more of the following features:

term average cost for fixed-price service is higher since the allow user to customize utility function(s):

network provit_jer will a_dd a risk pre’.“i“m- Applications may allow user to define “scenario”-specific ut,ility functions;
also beadaptive that is, operate with a budget constraint, a particular scenario may be selected by the user during
and adjust their service requests in response to price increases a session, or may be deduced by the application based
during congestion. on user ac’:tionS'

n th'? SeC“O.”’ we discuss how a set of user appllcatlons. allow user to specify a certain time-dependence of utility
performing a given task (for example, a video conference) function

adapt their sending rate and quality of service requests to the

network in response to changes in service prices, so as tg) Ullity as a Function of Bandwidthtt is likely that only
maximize the benefit to the user a few alternative services will be available to a multimedia

application on the Internet - at the current stage of research,
N ] some possible services are guaranteed [5] and controlled-load
A. The Utility Function service [6] under the int-serv model, Expedited Forwarding
We consider a set of user applications, required to perfori&F) [7] and Assured Forwarding (AF) [8] under diff-serv.
a task ormission for example, audio, video, and white-board\ particular user application would be able to choose from a
applications for a video-conference. TReserveequest from small subset of the available services. Each such service would
the user specifies certain transmission parameters for eacbbably provide some qualitative or quantitative guarantee for
application. In general, the transmission parameters are tbses and delay. It seems likely, therefore, that the user would
sending rate, as well as QoS parameters, usually loss aedelop an utility function as a function of the transmission
delay. The user must define quantitatively, throughtiéity bandwidth (which in turn would depend on specific encoding
function the value provided by the corresponding networgarameters such as frame rate, quantization, etc.), at different
resource allocation towards completing the mission. The utilitliscrete levels of loss rate and delay.
function is therefore a function in a multi-dimensional space, We can make some general assumptions about the utility
with each dimension representing a single transmission pardmction as a function of the bandwidth, at a fixed value of
eter allocation for a particular application. loss and delay. The application has a minimum transmission
1) Utility as Perceived Value:Clearly, the utility of a bandwidth, and the utility is zero for bandwidth below this
transmission depends on its quality as perceived by the udkreshold. Also, user experiments reported in the literature
However, since the user is paying for the transmission, stiggest that utility functions typically follow a model of
appears reasonable to define the utility asgheceived value diminishing returns to scale, that is, the marginal utility as a
of that quality to the user. An audio transmission requirinfyinction of bandwidth diminishes with increasing bandwidth
a certain sending rate and certain bounds on the end-#md eventually goes to zero, defining a maximum QoS require-
end delay and loss rate may be worth 10 cents/minute rent.
the user. The perceptual value is strongly correlated to theFig. 7 shows some possible utility vs. bandwidth curves.
perceptual quality, but is not exactly the same. A pair dftilityl is a smooth function. User experiments for deducing
audio transmissions encoded identically and with the sartee utility function would be performed at discrete bandwidths,
transmission QoS parameters also have the same percemed some form of interpolation, such as a piecewise linear

bandwidth

Fig. 7. Some example utility functions

VI. USERADAPTATION
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function (utility2), can be used to approximate the utility o g

function. In addition, in some multimedia applications, only B coslinez
discrete bandwidths are feasible. For example, audio codecs
can only operate at certain bandwidth points (Utility3).

3) Effect of Scaling and Shifting Utility Functiore also
studied how the bandwidth adaptation is influenced by linear
operations on the utility function - an offset applied uniformly
to the utility over all bandwidths, and a multiplicative scaling Py
of the function. Such linear operations could be used, for Bmin  b'b  Bmax bandwidth (kb/s)
example, to reflect an evolution with time of the value of. . .

. . . . . .Fig. 8. A perceived value based rate adaptation model
a particular information stream (which will be presented in
more detail in Section VI-A.4) or the evolution of relative ) ) ) _
importance of individual applications in a system. We discuss Ve first consider the adaptation strategy of a single ap-
the operation qualitatively here, and present some experimefifation when its utility is a function only of bandwidth
results in section VII-B.4. (at a fixed loss and delay). We then discuss the adaptation

A multiplicative scaling of the utility function by a factor Strategy when the utility is function of multiple transmission

greater than one tends to increase its bandwidth share sindé@@meters (bandwidth, loss and delay). Finally, we consider

reduces the demand elasticity of the application. The oppodfté Problem of maximizing thenission-wideutility of a system

effect is observed when the scaling factor is less than one comprising multiple applications performing a certain task. We

Alternatively, a constant offset to the utility function will 25SUme the applications belong to a single user. _
not influence the resource distribution as long as the valuationt) Adaptation of Single Application over Fixed Transmis-
of a bandwidth is higher than its cost. This is because t@" Quality: If the quality of transmission is fixed (a partic-
utility function represents the relative preference of the user fB{2" delay and loss), the application utility (that is, the user-
different bandwidths. But it changes the minimum perceivé%?rce'ved value_) increases monotonically with the bandwldth.
value, which represents the user's willingness to pay to J-'Egnce the maximization problem for the user can be written
keep the application alive. as:

4) Time Dependence of Utility=or a particular application, max [U(z) — C(x)]
the value of the information may vary with time. An user
may perceive a higher value initially after the connection
is established, and a lower value after a certain duration
(typically, a phone call is very important to the user in the firsvherex is the bandwidth under considerati@rz) is the cost
one minute, compared to one that has lasted 30 minutes)f@rthe requested bandwidth,is the budget of uset;,,;, is
the reverse (for a movie, the ending is usually more interestitfge minimum bandwidth requirement, angl,, represents the
than the introduction). The relative importance of individuanaximum bandwidth requirement. Note that U, b and c are in
applications in a system may also evolve with time. units of money/time.

The evolution with time of the application utilites may One way of carrying out this optimization is to fit the utility
be defined based on various user-defined scenarios. A sinfplection to a closed form function. The optimal solution is then
way of representing the time evolution is to represent ttbtained by using Kuhn-Tucker conditions for a maximum
multiplicative scaling and additive offset in Section VI-A.3subject to inequality constraints.
with a pair of time dependent parametersand, so that the ~ As mentioned earlier, the application utility is likely to
time-dependent utility can be representedaaét) * U;(-) + be measured by user experiments and known at discrete
B;(t), wherej represents a task performed at a time bandwidths. In this case, it is convenient to represent the utility
as a piecewise linear function, as shown in Fig. 8. The figure
also assumes a constant unit bandwidth ¢@stso that the
cost-vs-bandwidth is a straight line with slope equaltorhe

Consumers in the real-world generally try to obtain the beistidget is shown as a horizontal line passing intercepting the
possible “value” for the money they pay, subject to their budgebst/utility axis. From the figure, it is evident that the optimal
and minimum quality requirements; in other words, consumesandwidth is
may prefer lower quality at a lower price if they perceiveither the segment end-point with the highest surplus, if this
this as meeting their requirements and offering better vallend-point meets the budget constraint (b in Fig. 8 case A)
Intuitively, this seems to be a reasonable model in a netwark elsethe bandwidth corresponding to the intersection point
with QoS support, where the user pays for the level of QoS béthe cost line with the budget line (b’ in Fig. 8 case B).
receives. In our case, the “value for money” obtained by the2) Adaptation of Single Application over Multiple Trans-
user corresponds to the surplus between the ufilify) with mission ParametersMWe now consider the maximization of
a particular set of transmission parameters (since this is tie application surplus over a set of transmission parameters
perceived value), and the cost of obtaining that service. Thgsually, the bandwidth, loss rate and delay). The objective
goal of the adaptation is to maximize this surplus, subject tonction is as shown earlier in equation 7, hytx,,;, and
the budget and the minimum and maximum QoS requirements, ... are now vectors corresponding to the set of transmission

Cost linel

Budget line

t.
Tmin S x S Tmazx, (7)

B. Application Adaptation
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parameters. If a complete quality of service parameter spasea function only of the transmission parameters of that
is considered, the searching cost can be prohibitive. As brieflpplication -U?(-) = U?(z%). This is a reasonable assumption

explained however, we believe it is likely that the applicatiosince U?(-) would normally depend strongly mainly on the

utility will take the form of a small set of utility versus vectorz® .

transmission bandwidth functions, each at a different level of As earlier, we can decompose a single utility function
loss rate and delay, corresponding to a particular service.Uid(z?) into a set of service-specific utility functions which

this case, the optimization routine is as follows: are functions only of bandwidth, each corresponding to a

1) For each available service, use the corresponding utilR@rticular delay and loss provided by a particular service.
versus bandwidth function to determine the optimdtlearly, several combinations of services (and hence, service-

bandwidth, as in Section VI-B.1. specific utility functions) are possible. We first consider one
2) Select the service which gives the highest surplus at R@rticular combination of service-specific utility functions. Let
optimal bandwidth. the utility of an applicationi be defined atL* bandwidth

: . , I levels. The utility at each level is¢ (I = 1,2,..L%), and the
3) Simultaneous Adaptation of Multiple Applications corre-_ . B Ll > :
) P p'e ~pp utility function is piece-wise linear. Segmeht(the straight

sponding to Single TaskiWe now consider the simultaneoua, bet leveld and/ + 1) h lopet:. Th timal
adaptation of transmission parameters of a setagiplications Ine between levels an +1) hasas ope:;. 1he optima
ggnsmlssmn parameter set for a particular combination of

performing a single task. The transmission bandwidth and Q i ific utility functi is then determined as follows:
parameters for each application are selected and adapted sgeQyce-spectiic utiity tunctions 1S then determined as 101ows:

to maximize the mission-wide “value” perceived by the user, 1) From the utility function for each application deter-
as represented by the surplus of thetal Utility , U over mine the segment end-poiff,,(I = 1,2,..L"), with
the total costC. We can think of the adaptation process as ~ PandwidthB;,,, atwhich the surplus (utility minus cost)
the allocation and dynamic re-allocation of a finite amount of 1S Maximized for that application. Let the cost of the
resources between the applications. targeted bandwidth b€’ . (B;,,).

A number of researchers have noted the interaction betweer?) ' the total expenditure needed for the system,
the perception of the different component media in a multime- 2 Copt(Bopt), €xceeds the total system budget, go to
dia system, such as a video conference [44][45][46][47]. For step 3, else stop. o ) )
example, an investigation of video phone systems indicateds) From all the apphcanons thf’ﬂ rgcgwe service at level
that any increase in visual representation of the speaker lovt > lmin, find the applicationivici, with the
increases the viewer’s tolerance to audio noise [44]. To take smallest slope in the surplusj(- C;) from levell,; to
into account the interdependencies among applications, the

lopt — 1 (this corresponds to the smallest sensitivity of
utility of the i,, application should, in general, be written application surplus to a reduction in bandwidth). Reduce
asU'(z!,..2%, ..2™), wherez® is the transmission parameter

the current bandwidth allocation for this application to
tuple for thei,, application. The total utility function of a t?ehnext Icl)wer bandW|dthdI.evel0(,,t = lopt —1). han th
system consisting of, individual application streams can be 4) If the total system expenditure remains greater than the
represented in general d$(U'(-),...,U"(-)), where U'(-)

system budget, go back to step 3. If there is excess
represents the utility of stream Since we consider utility

budget, allocate the excess budget to the current victim
to be equivalent to a certain monetary value, we can write the aPplication (irom step 3) to acquire as much bandwidth
total utility as the sum of individual application utilities :

as permitted by the budget.
The above algorithm is repeated for each possible combina-
U= Z[Ui(xl, @t z™)] (8) tion of service-specific utility functions; each time, an optimal
i transmission parameter set is obtained. The transmission pa-
rameter set with the highest total surplus is then selected.

and the optimization of surplus can be written as - . )
4) Stability of the Pricing and User Adaptation Processes :

mazx Z[Ui(xl’ ozt ™) = C(x)] Applications will re-negotiate network services when a price
i quoted by the network changes or when the media traffic
s. t_z Ciz') < b format _c_hanges, resulting in fjifferent b_andwidth requirements.
; In addition, a new application entering the network or an
. <g<al (9) existing application leaving the network will also lead to

resource re-allocation. We show the stability of the process

wherez! . andz’ . represent the minimum and maximumas applied to our pricing algorithm in [40].
transmission requirements for streamand C? is the cost In Section VII-B, we will discuss a situation in which
of the type of service selected for streamat requested frequent bandwidth adaptation by users sharing the same
transmission parametef. link bandwidth leads to oscillatory behavior. However, this

The general approach to solving this problem is to represéstseen to be alleviated by introducing a damping factor into
each utilityU*(-) as a continuous function of the entire spacthe rate adaptation algorithm, so that the bandwidth request
of transmission parameters of allapplications, and solve theis only changed by small increments. In the core network,
Kuhn Tucker equations so as to maximize the total surplusoscillatory behavior can be minimized by aggregating RNAP

We make the simplifying assumption that for each appliequests, reducing the frequency with which the RNAP agent
cation, a utility function can be defined independently arme-allocates resources and adjusts the price.
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VIl. EXPERIMENTS SlO\ /O R1
In this section, we describe preliminary experimental results Ra Rb o R2
demonstrating some of the important features of our work, SZC/
using a simplified implementation of RNAP. The implemen- S0 R3
tation was based on an extension of the RSVP signaling
protocol, and carried out on a test-bed consisting of two nodag. 9. Testbed setup
connected by a single 10 Mb/s link. An RNAP agent (LRN) .
(neved  CNevit > CWhiteBoard>
was implemented at each node. Two types of service were
implemented - the traditional best-effort service, and the int- ? ? ? RNE; t
serv Controlled Load service. ' Internet
Although our implementation was simplified, it allowed us @ RNAP

to demonstrate several features: the periodic RNAP negotiation ~ _!SC] [ResevationAgent | HRN | ~————— NRN
process including resource negotiation and pricing and charg-

ing; the stability of the usage-sensitive pricing algorithm anglg 10, The architecture of the extended MINT system
its effectiveness in controlling congestion; the adaptation of
user applications in response to changes in network condition

and hence in the service price; and the effect of user utilit . ) .
functions on user adaptation and resource allocation. alled thePrice I_Elementwag defined to hold th_e RNAPrice

The protocol implementation and test-bed setup are d§st_ructure. As with othePolicy Elementsthe Price EI(_ament

cussed in Sections VII-A and VII-A.1, and results are pré’ryss F())paque to RSVP and only ungierstood by policy peers.
sented and analyzed in Section VII-B. e Price Elementwvas embedded within theOLICY.DATA

objects [30][29] ofPathmessagesrkesvmessages aridesvErr
messages.

The LRN at a node was implemented as part of the

The RNAPQuotation Reserveand Commitmessages were Local Policy Decision Point (LPDP) proposed in the COPS

implemented as embedded messages in the REBR Resv architecture [28][29]. The RNAP agent periodically computed
and ResvErrmessages. The RNARuery message was nota set of prices (for the CL service) based on traffic through
implemented; this was not critical, since only a single servieglink, by monitoring the CBQ states. It also maintained state
was available to the user. RNARuotation Reserveand information for each RNAP session at the node. Congestion
Commitinformation were embedded in RS\Hath, Resvand  charge was levied based on the total link usage relative to the
ResvErrmessages. SincEommitmessages could not easilytotal link bandwidth.

be sent periodically in this implementation framework, the Since the system offers only a single class of service,
Quotationmessage carried periodic charging information (iRamely CBQ, we assume that the utility depends only on
the Price field) instead of theCommitmessage. The RNAP the bandwidth. In that class, delay depends on the allocated
negotiation period was set to be the same as the RSVP refrgghdwidth and there is no congestion-induced packet loss.
period, 30 seconds. 1) Experimental Setup and ParametersThe test setup

The sequence of messages was as follows: consisted of 2 routers (Ra and Rb) connected by a 10 Mb/s

1) RSVPPathmessages, with embedded RN&Riotation link, schematically represented in Fig. 9.
information are sent periodically from the sender-LRN Three RNAP sessions were established end to end, and
towards the receiver-LRN. As Bath message passesshared the same output interface of the link. To create different
each node, thérice field is updated to add the pricelevels of network load, a simple data source model was used
computed at the local node and the incremental chargeeach session to continuously send UDP packets. The packet
for the previous period. generation rate was tunable to allow user adaptation.

2) The HRN at the receiver receives tikath message  Out of the total capacity of 10 Mb/s, 4 Mb/s was configured
and sends a RSVResvrequest, with embedded RNAPfor CL service, The congestion threshold was set to 70% of
Reserveinformation. ThePrice received fromPath is the CL capacity (2.8 Mb/s). Background traffic was also sent
copied into thePrice field of the Resvmessage, with using best effort service.
the Price:HRN Datafield updated to indicate receiver |n addition to experiments using the simple source model to
information. generate traffic, one set of experiments was performed using

3) When a RSVPResvrequest is rejected, an RSVPiraffic generated by a multimedia application - the Multimedia
ResvErrmessage is sent to the receiver HRN, with emnternet Terminal (MINT) [41] system. The audio and video
beddedCommitinformation. This information includes application components of MINT, NeVoT and NeViT, support
“pandwidth available” information in thePrice:HRN rate adaptation. We extended the MINT system to couple the
Data — Maximum Ratdield. rate adaptation process to RNAP negotiation. Each application

rsvpd version 4 from ISI [31] was extended to supporvas represented by a Media Negotiation Agent (MNA). The

RNAP. Resource reservation on a link was performed usiDiNA communicated application requirements and changes in
Class-Based Queueing (CBQ) [32], as part of the ALT@quirements to the HRN over a Resource Negotiation Bus
package [33]. (RNB). The HRN was responsible for RNAP negotiation with

%’ricing was done as follows. A RSVPolicy Element

A. Protocol Implementation
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Fig. 11. Utility functions used in the experiments of section VII-B.1 and
VII-B.3

the LRN, as well as allocation of resources (sending rates) t
the MNAs using the adaptation algorithm discussed in Section :.,
VI-B.3. .

B. Experimental Results

We now describe a set of experiments which address the - \‘;
following issues: (i) the sharing of bandwidth between com-
peting adaptive applications with identical utility functions; (i) 5}
the sharing of bandwidth between competing applications with =7
utility functions reflecting different amounts of elasticity in
bandwidth requirements; (iii) distribution of bandwidth among 3y = s = gy e e
applications belonging to a single-user multimedia system
s0 as to maximize mission-wide value; (iv) the influence df9- _12. Allocation of bandwidth and surplus for three competing users

ific chanaes in the utility function on the bandwidth adashgrlng a I|nk. al, a2, _and a3 show the results when the users gll have the
Sp.ECI Ic chang > i y . ) S gflhty 1 function from Fig. 11, and b1, b2, and b2 show corresponding results
tation; (v) adaptive behavior of audio and video applicationgen the users have the Utility 2 function from the same figure
belonging to the MINT system.

In each experiment, we study the behavior of the price Yabilizes. Fig. 12 a3 shows a gradual decrease in the surplus

response to ba_ndW|dth demand, t_he mfluer_lce of the PrCe JBtained by each user until the price stabilizes. All users are
driving adaptation of user bandwidth requirements, and tBBserved to have nearly identical adaptation traces.

“benefit” gained by the applications in terms of the surplus . . A .
(or perceived value of the service relative to its cost). W The second experiment uses Utility2 in Fig. 11. Utility2

ascertain that a stable and equitable distribution of bandwiacﬁgf.e rs from Utlity1 n that 'the optimal bandW|d'th (at the
. . initial un-congested link price) of 1000 kb/s differs only
is reached in each case.

1) Bandwidth Sharing between Usertn the first exper- slightly from the next_ sub-optimal bandwidth of 700 kb/s with
respect to the perceived surplus.

iment, w h ivi havior when lication . . .
ent, we study the adaptive behavio en applicatio SIn Fig. 12b, the adaptation traces are observed to be different

having the same utility function and belonging to differe oo o
users compete for network resources. The same experin?é%rtn that shown in Fig. 12a. When the price increases, the

is performed with two different utility functions, Utilityl and ﬁgﬁgcag?r?ss 'i'rte'aﬁon\s/f/rﬁé?qe?hgy trh;" .2g:jegae;ego tgeiuinEZir
Utility2, shown in Fig. 11. wi initafly. price | i

. ) ) ) . value, the optimal bandwidth requirement for all the users
Fig. 12-al, 12-a2, and 12-a3 show different aspects (?alculated at slightly different times) shifts to 700 kb/s, since

adaptive behavior when Utility1 is used. Initially, in responsg er » ¢ for a laraer bandwidth is hiaher than for
to the initial price, each user determines that the optim € Increase in cost for a larger ba N 1S higher than 1o
smaller bandwidth. Since the two optimal points in our

bandwidth (giving the maximum surplus) is 1000 kb/s. Sincd | f + in bandwidth d th ved
the total reservation of 3000 kb/s made by the three usersampie are very far apart in bandwidin, an € perceve
lr|<rplus of the two bandwidths are very close, an oscillation

higher than the congestion threshold of 2800 kb/s, the networ .
imposes an additional congestion price, resulting in a grad% twee_n 2100 kb/S. and 30.00 kbis was observed in the total
andwidth when this experiment was performed.

increase in the price. id thi bl ional plus derivati
Fig. 12-al shows the initial increase in price, from 3. To avoid this problem, a proportional plus derivative (PD)

cents/Mb, until it stabilizes at 4.2 cents/Mb after about 15(Epntrqlle_r [49] was l_Jsed o reduc_e the oscilla_tion. Du_ring each
seconds (corresponding to 5 negotiation periods). Fig. 12-ggotiation period, instead of letting the requirement jump to a
also shows the variation with time of the total bandwidtR€W optimal bandwidth, the user shifts to a bandwidth between

reservation, and Fig. 12-a2 shows the variation with time of th& current one and the optimal one, resulting in temporarily

individual bandwidth reservations, and the maximum per-usi'aelllb'm:’“mal operation. The PD control law regulates the

bandwidth that the user budget permits. As the price increas%%r,]dWidth request as follows:

each user is constrained by its budget to decrease its sending
rate in response. As a result, the reserved bandwidth decreases { ri —ao(ri — ) —oa(ri —rii1), if W >0

plus ($/min)

smoothly, until the link becomes un-congested, and the price’ ~ | r,, otherwise
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a) ' Time (seconds) - b) ’ - Time (seconds)

User utiity/Cost ($/min)
Banduwidth reservation (kbfs)

Fig. 13. Utility functions with different bandwidth sensitivity Fig. 16. Bandwidth reservation a) and perceived surplus value b) for
. adaptation across media sessions in a system, all sessions having the same
utility

200

User surplus ($/min)

Bandwidth reservation (kbls)

a) o o ] oo ES b) g S N £ 0 e ———

Fig. 14. Bandwidth reservation a) and perceived surplus b) when all usera) T ey D) B Fime (seconis)
have different demand elasticity

Fig. 17. Resource reservation a) and perceived surplus value b) among
(10) sessions of a system with different bandwidth sensitivity
10

in the bandwidth requirement of the user. Fig. 14-a shows that

wherer* is the desired optimal rate; is the rate requestedthe user with the more elastic requirement is more sensitive
for negotiation periodi, and SP(x) represents the surplusto price changes and reduces his resource requirement faster
obtained by obtaining bandwidth. Quicker convergence is when the network price increases. Correspondingly, Fig. 15-
attained by makingy, large, while the overshoot is minimizeda shows that as a reward for elastic behavior, the average
by makinga; large. In addition to the PD control, the bandnetwork charge for the more elastic user is lower, while the
width was allowed to be adjusted only if the new bandwidtihree users have similar perceived surplus (Fig. 14-b).
led to an increase in surplus of at led$t. In the experiment,  Thus, users with less stringent bandwidth requirements ex-
oo, a1 andg are set separately as 0.4, 0.6, and 2%, which Iggless this flexibility through a less bandwidth-sensitive utility
to the quick convergence without large overshoot. function, and bear a greater share of reductions in bandwidth

Fig. 12b-2 shows that the bandwidth requirement of all thrégr congestion-control. Users with more bandwidth-sensitive
users stabilized within seven negotiation periods, with differefgquirements have to pay a higher charge during congestion
users having different bandwidth shares. This is partly becaugsemaintain their bandwidths at current levels.
of the asynchronous user negotiation behaviors, and partlyg,) Adaptation Across Mediain this section, we look at
because of the possible sub-optimal bandwidth (withift now utility functions guide the distribution of bandwidth
of optimal) choice of some users. All three users end up wiltross different media which are part of a multimedia system

final surplus values very close to each other (within 2 %). Thise|onging to a single user. The results of two experiments are
is important since we consider the perceived surplus, rathgesented.

than the bandwidth, as a measure of the user satisfaction. | the first experiment, the system consists of three media
2) Bandwidth Sensitivity and Demand Elasticitin this  sessions, all of which have the same utility function, Utility1
experiment, we study the effect of different elasticities i8hown in Fig. 11. When the system budget is exceeded due
user demand on user bandwidth sharing and adaptation, usigGongestion, the HRN adjusts the application bandwidths
different utility functions (Fig. 13) for different users. Angownwards according to the adaptation algorithm described
utility function with a smaller slope reflects a higher elasticityy section VI-B.3. Since all the applications have identical
utilities, the total system bandwidth is equally distributed
S between them at all times, as seen in Fig. 16a.
e — The second experiment is similar except that the three
. media sessions have different utility functions shown in Fig.
13. Fig. 17a shows that when the total optimal bandwidth
requirement for all the media sessions in the system exceeds
the system budget, the media session with the more elastic
resource demand will be assigned relatively less bandwidth
a) " 7T i 7T ) T Tl T so as to maximize the overall perceived value. This is a
Fig. 15. Network charges for different users a) and the total net\NoﬁJm"ar reSUIt to that F’bt"’,"ned in section VII-B.2 for multiple
bandwidth demand and price b) when the users have different dem&fmpeting user applications. In effect, the system regards a
elasticity media session with more elastic requirements as being more

Price (cents/Mb)

1000

Total bandwidth reservation request (kbfs)
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st (kbls)

jon requ

User utiity/Cost ($/min)
1
Price (cents/Mb)

User uity/Cost (8/min)
Utity/Cost (s/min)

Total bandwidth reservati

a) Gt G0l * b)  anouiin 0079 a) * aanawan 1) =) T s
Fig. 18. Equivalent utilities under multiplicative scaling a) and additivé-ig. 21. a) Audio and video utility functions used for adaptation by MINT
shifting b) b) Price and total bandwidth variation in the same experiment
é,w V_‘:::,—,—,:::,—,:::,—,—,:::,—,—,—,::,—,—,::, :A ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
a) ’ Time (seconds) - b) ' - Time (seconds) a) ime (seconds) b) T e seconds)

Fig. 19. Bandwidth reservation and perceived surplus for utilities scalédg. 22. Individual bandwidth reservations and perceived surplus in the
multiplicatively by different amounts adaptation of Mint applications

able to absorb bandwidth reductions, and “borrows” bandwid#issigned different utility functions.
from this session to give to other sessions. The results shown on Fig. 20a shows that all three sessions
4) Linear Operations on Utility Functionstn section VI- are allocated the same bandwidth though Fig. 20b shows
A.3, we qualitatively discussed how the shape of the ustinat the allocation results in different values of perceived
utility functions influences bandwidth selection and distribusurplus. This is because utility function represents the relative
tion. We now experimentally study the impact of two lineapreference of the user for different bandwidths. The absolute
operations on the utility function, multiplicative scaling by avalue of the utility is not important - the adaptation algorithm
weight o, and additive or subtractive shifting by an amountnly searches for the bandwidth with the maximum perceived
3. The experiment studies bandwidth distribution betweeslue relative to its cost.
multiple sessions in a system belonging to a single user, thougltb) Adaptation in MINT: Finally, we examine the adaptive
similar results have also been observed with applicatiobshavior of the audio (NeVoT) and video (NeViT) applications
belonging to different users. in the MINT video conference system. The utility functions
Consider three media sessions belonging to a system, fall the audio and video applications are shown in Fig. 21a.
with the same basic (un-scaled) utility function (we use utilityl At the un-congested link bandwidth price, the optimal
of Fig. 13). Sessions 1, 2, and 3 are assigned scaling factatglio bandwidth for MINT is 64 kb/s, and the optimal video
of 1, 1.1, and 1.2 respectively. The resulting scaled utilitidgsandwidth is 384 kb/s. The MINT applications compete for
are shown in Fig. 18a. bandwidth with three single media applications belonging to
Fig. 19 shows the variation of individual and systendifferent users. The applications use the utility functions of
bandwidth allocations and perceived surpluses. Expectedfig. 13. The three user applications are started first, and reach
when the adaptation is constrained by the system budget,stability at time 630 seconds with bandwidth allocations of
application with a higherx gets a larger bandwidth share712 kb/s, 994 kb/s, and 994 kb/s respectively.
because of its lower elasticity of demand. At time 2000 seconds, the MINT video conference system
We now consider the effect of an offset applied uniformly tes started, and it first requests optimal bandwidth allocation
the utility over all bandwidths. In Fig. 20b, the utilityl function(64 kb/s + 384 kb/s). The total requested bandwidth exceeds
(which is the same as utilityl in Fig. 13a is shifted downwardbe link congestion threshold, forcing the price up. It is
and form utility2 and utility3. Three different sessions arebserved the NeVoT bandwidth remains unchanged, and the
NeViT bandwidth is reduced to 342 kb/s. The bandwidth share
of the three competing user application drops to 700 kb/s,
800 kb/s and 907 kb/s respectively. User 1 has the most
elastic bandwidth requirement between 700 kb/s and 1000
kb/s, and therefore initially gets a smaller share. But it is less
elastic above 700 kb/s, and after the MINT applications are
started, user 2, which has a relatively greater elasticity near
its current allocation, reduces its requirement the most. The
a) " " FmEa~ = —bh)" ——w === above experiment demonstrates the efficacy of the adaptation
framework in allowing new sessions to join gracefully even

Fig. 20. Bandwidth reservation and perceived surplus for utilities shiftqﬁ,hen the network is highly loaded
additively by different amounts '

N
surplus ($/min)

User
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of changes in the utility functions on resource distribution has

been examined.

The overall objective of this paper has been to study a
dynamic, usage and congestion dependent network pricing
system in conjunction with price-sensitive user adaptation. In
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services and environments. Our main focus in developing
RNAP has been to integrate service negotiation with network
pricing. [
A pair of alternate protocol architectures has been described.
The RNAP-D architecture is based on a distributed, per-,
node model, while the RNAP-C architecture concentrates the
negotiation functionality at a centralized entity, the NRN.
The architectures provide mechanisms for incremental pricéS]
computation at a single point in the network, collation of local
prices in order to compute end-to-end prices along different
routes, and communication of prices and charges to the client’
Several price and charge collation mechanisms have been
described for the distributed and centralized architectures, anidl
end-to-end pricing and charging across several administrative
domains has also been discussed. An algorithm for locale]
pricing at a router has been discussed in detail, but the pricin
and charging mechanisms in the protocol are independent
the specific pricing algorithm used. 18]
We have proposed mechanisms for rate and QoS adaptation
by an application or multi-application system, based on the[g]
utility (defined as user-perceived value) of a given combination
of transmission parameters, relative to the cost of obtaininﬁ
the corresponding service from the network. The adaptatio
system takes into account constraints imposed by the minimup
application requirements and the budget specified by the user,
and responds actively to changes in price signaled by the
network by dynamically adjusting network resource usage?]
by the application. In a multi-application system such as a
video-conference application, the framework allows the systelag]
budget to be distributed among the component media so as to
maximize the overall perceived value relative to cost. Some
heuristics are discussed to simplify this process. The syste 4
budget is dynamically re-distributed among applications im5]
response to changes in price, as well as changes in the relative
utilities with time or under different application scenarios. [16]
Experiments based on a prototype implementation of the
important RNAP functionalities have been described. It i
" - . 117]
observed that the usage-sensitive pricing can effectively re-
duce the blocking rate at call admission time. Experimental
results also show that perceived value based adaptation alloW8l
bandwidth to be shared among competing users fairly. At the
onset of congestion, the bandwidth share of users with more
elastic demands (less bandwidth-sensitive utilities) is reduceg
and the bandwidth shares of those with inelastic demands ( r]
non-adaptive applications) remains fairly constant. However,
users with elastic requirements continue to receive a fair lev
of perceived surplus (perceived value relative to cost). Th
distribution of system bandwidth among multiple sessions
belonging to a multimedia system is also demonstrated. The
. R I |
effect of a PD control law is shown in minimizing oscillations
and abrupt transitions in the bandwidth adaptation. The effect

Lo
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